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Abstract—A fundamental tradeoff in MAC protocol design for
wir elessad hoc networks is betweenproactive and reactive coor-
dination, where the latter is usedto resolve accessconflicts whose
severity is determined by the former. In this paper, we describe
Clique-BasedRandomizedMultiple Access(CRMA), a distrib uted
MAC protocol for wir elessad hoc network applications. Of the
many objectivesin MAC designfor this application, CRMA places
strongestemphasison (i) energy efficiency and (ii) relianceonly
on local (one-hop) connectivity information. CRMA forms col-
lections of nodes,or cliques, separatedby one hop, and provides
the proactive coordination required for clique members to syn-
chronize their wake-sleepcycles. Each clique selectsa slot in the
clique’s frame pseudo-randomly, sothat that no proactivecoorda-
tion betweencliquesis required. To limit potential accessconflicts,
CRMA can exploit bandwidth via fr equencyhopping or spread
spectrum coding; thesealsoprovide robustnessto multiple-access
interfer ence,exogenousinterfer ence,and fr equencyselectivity. It
alsoallows the useof multiple or multi-channel radios to increase
performance. With a slight amount of additional proactive coor-
dination, CRMA can alsoemploy what we call predictive conflict
resolution, wherein clique members predict accessconflicts and
resolve them aheadof time.

I . INTRODUCTION

W IRELESSsensornetworks,aswell asotherad-hocsys-
temsthatnetwork energy-limited nodes,have different

constraintsthanwirednetworks[1], andnecessarilyplacemore
emphasison somecharacteristicswhile simultaneouslycom-
promising in other areas. For example,unlike in wired net-
works, it is neitherpossible(nor, often, desirable)for a node
to completelyseizethechannelresource.Wirelessnetworking
ofteninvolvesnodeswith significantenergy consumptioncon-
traints. For this reason,a prominentdifferencebetweenwired
andwirelessnetsis thatlatency, throughput,andbandwidthef-
ficiency areoftentradedfor energy efficiency in thelatter.

MAC (mediaaccesscontrol) protocolsfor wirelessad hoc
networks must balancea large numberof conflicting goals.
In addition to delivering sufficient energy and bandwidthef-
ficiency, they should� provideacceptablelatency andthroughput� bescalablewith network size� admitenergy-awarerouting
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� be robust to node failures and changesto the network
topology� be PHY layer aware, exploiting time, frequency, space,
andanglediversityif available� supportrobustnessto interferenceat thePHY layer� be scalablewith noderesources(e.g., multiple or multi-
channelradios).

This list illustratestherecentre-awakeningof interestin cross-
layerinteractionin wirelessnetworking. Lookingupwardfrom
theMAClayer, it is clearthatthesameconnectivity information
usedin routing might improve MAC energy efficiency. In the
otherdirection,theintegrateddesignof MACandPHY layersis
well-established.For example,spreadspectrummodulationis
commonlyusedto mitigatethecombinationof multiple-access
interference,frequency selectivity, andexogenousinterference.
Oneof thepurposesof thispaperis to describeaMAC protocol
whosedesignis informedby both requirementsandassetsat
neighboringnetwork levels.

Conventional taxonomiesplace MAC protocols into two
classes(hybridstrategiesarealsopossible)[2]:

1) thosethat avoid channelcontentionusingdeterministic
algorithms(e.g.,TDMA) usingeithera fixedor dynamic
assignment;and

2) thosethat resolvecontentionwith randomaccesstech-
niques(e.g.,CSMA protocols).

A secondlevel of classificationnormallycitedis whetherthe
algorithmis centralizedor decentralized.Sincecentralizedpro-
tocols scalepoorly in multi-hop networks and in geographic
distanceandnumberof nodes,weconsideronly distributedpro-
tocolshere.

ThefundamentalMAC-layerdesigntradeoff in ad-hocwire-
lessnetworks is betweencoordination andcontention. Rout-
ing algorithmscanbe classifiedinto proactive or reactive [3].
Similarly, MAC-layercoordinationcanbe furtherdivided into
proactivecoordination during an organizational(or planning)
phaseand reactivecoordination during the network’s opera-
tional phase. Greaterlevels of proactive coordinationimply
lesscontentionandhencelessneedfor reactivecoordination.

A greater degree of proactive coordination also implies
greaterenergy consumptionin theorganizationalphase,while
lessimpliesmorereactive coordination(andmoreenergy con-
sumption)in the operationalphase. At one end of this con-
tinuum areALOHA andcarrier-sensemethods(in, e.g., [4]),



which are reactive mechanisms. Slotted ALOHA improves
overALOHA in boththroughputandenergy efficiency by em-
ploying amodicumof proactivecoordination:synchronization.
Carrier-sensemethodsprovide lightweight reactive coordina-
tion in that randombackoffs explicitly acknowledgethe pres-
enceof otherusers.Unfortunately, randomaccessmethodsex-
hibit verypoorenergy efficiency, sincethey preventnodesfrom
sleeping—thebestform of energy conservation.

At the otherextremeof the coordination-contentioncontin-
uum arereservation-basedmethodssuchasTDMA [5] which
avoid contentionasmuchaspossibleby usinga greatdealof
proactive coordination. The appropriateamountof proactive
coordinationis drivenby thedynamicsof thephysicalnetwork
topologyand the traffic statistics. For example,high dynam-
ics andlow traffic levelsimply thatbandwidthandenergy con-
sumedduringtheplanningphasewould belargelywasted.

I I . RELATED WORK

Most MAC algorithmsfor wirelessad-hocnetworksattempt
to strike a balancebetweenpureproactionor purereactionin
orderto allow nodesto sleepwhile still limiting theamountof
proactivecoordination.In thereceiver-orientedprotocolof [6],
nodesadvertisewhenthey will belistening,andothernodesco-
ordinatetheirtransmissionsaccordingly. If multiplenodeswish
to sendto a node,they mustresolve contentionvia RTS/CTS.
Thework of [7] usesagreaterdegreeof proactivecoordination
to avoid contention.Nodesinvite othernodesto form links,and
linked nodesthencooperateto chooselocally contention-free
time slots. Someform of diversity (e.g., frequency hopping)
canthenbe usedto softencontentionfrom nearby, interfering
nodes.

A useful MAC strategy is local proactive coordination:
nodeswithin onehop of eachotherproactively coordinateto
somedegree,while a reactive mechanismhandlescontention
from othernodes.Oneadvantageof this is scalability. In this
paper, we introduceClique-BasedRandomizedMultiple Ac-
cess(CRMA), aMAC algorithmthatreliesonbothlocalproac-
tive coordinationandreactive coordination.A primary objec-
tive of CRMA is to rely on simple,one-hopinformation,yet
provide extremelygoodenergy efficiency. CRMA employs a
typeof randomized(not random)accessthat simplifiesproac-
tive coordinationandprovidesrobustnessto channeldegrada-
tionssuchasfrequency selectivity andinterference.However,
within localgroupsof nodescalledcliques,accessis determin-
istically scheduled.

In comparisonwith the protocolsof SohrabiandPottie [7]
and Ye et al. [6], our approachusesmore proactive coordi-
nationthan[6], but lessthan[7]. By usinglesscoordination,
CRMA hasmorepotentialcontention,but this canbereduced
by makingmorebandwidthavailable.LikeCRMA, [7] haslow
bandwidthefficiency, asmentionedin [6]. However, sensornet-
work applicationstypically requireonly low dataratelinks, en-
abling the aggressive tradeof bandwidthefficiency for energy
efficiency.

Three major features distinguish CRMA from previous
works. The first is the conceptof cliques: a node’s cliques

are subsetsof its set of one-hopneighborsthat it may wish
to communicatewith. A clique determinesmeeting times
much as peopledo: the membernodesagreeto a pseudo-
randomlydeterminedfuture time interval (and, optionally, a
frequency and/ora direct-sequencespreadspectrumcode,both
also pseudo-randomlydetermined)at which to communicate.
Cliquesgeneralizethenotionof links, allowing multicastsand
broadcastsin additionto unicasts.Unlikereceiver-orientedpro-
tocols, the useof cliquesin CRMA implies that transmitters
andreceiversarecoordinated.This enablesextremelyhigh en-
ergy efficiency: a nodeawakens(andhenceconsumesenergy)
for communicationduringa givenslot only if it is time for the
cliqueto meet.Theprotocolof [6] alsoformsgroupsof nodes
calledvirtual clusters,but only for timesynchronization.

NodesusingtheSEEDEXprotocol[8] alsopublishtheout-
putsof apseudo-randomnumbergeneratorto implicitly reserve
slots. Theseslotsarefor listeningonly. SEEDEXwasdevel-
opedwith the goal of improving per-nodethroughputin large
networks, but can also be usedto improve energy efficiency.
SEEDEX doesnot incorporatecliques, so transmittersmust
contendfor a node’s listeningslot. CRMA also employs the
additionalcoordinationinfrastructureof frames,sothatper-hop
latency canbebounded.

Theseconddistinguishingfeatureof CRMA is its ability to
cleanly exploit multiple communicationresources. The PA-
MAS protocol[9] is designedfor anair interfaceconsistingof a
datachannelanda dedicatedcontrolchannel.This form of re-
activecontrolunderpinsasimplemessagingstructureto inform
neighborswhenthey cansleep,but usesadditionalenergy. The
protocolof [10] usestwo radiosper nodeandcanwork at re-
ducedcapacityif onefails,but is basedonlocalpolling. CRMA
efficiently usesanarbitrarynumberof multichannelradiosper
nodeandadmitsgracefuldegradationin casesof failure.

The third featureis what we call predictiveconflict resolu-
tion. We usethe termconflict resolution,ratherthancollision
resolution,to indicatethat clique meetingsarerescheduledso
that no collisions (actually, conflicts of a certaintype) occur.
SectionV describesanapproachthatemploys a small amount
of additionalproactive coordinationto predictandavoid most
conflicts.

I I I . THE BASIC CRMA PROTOCOL

Weassumethateachnodein thenetwork (perhapsafterroute
discovery hascompleted)containsa list of its one-hopneigh-
bors,andthateachnodeis synchronizedwith its neighbors,so
thattimecanbeslotted.

Eachnodethenforms membershipsin a numberof cliques
(subsetsof one-hopneighbors).We will describethis in detail
in SectionIV; for the momentit is sufficient to considerthe
setof two-nodecliques(eachconsistingof thenodein question
anda neighbor).

Time for eachclique is divided into frameswhich contain�
fixedtime-durationslots. In general,a frameconsistsof

���
timeslots,

���
frequency, and

���
codedivisionmultipleaccess

(CDMA) slots,sothat
�
	����
�������

. Theseslotscanbemade
orthogonal,meaningthat a collision occursonly whentwo or



morenodestransmitat thesametime, frequency, andwith the
samecode.In many cases,dueto costor bandwidthconstraints,����	��

or
����	��

.
Eachnodethencontactsthe membersof eachclique � , and

they cooperateto distributea commonpackageof information,
consistingof (1) a pseudo-randomnumbergenerator(PRNG),
(2) an initial seed,and(3) a start-of-first-frametime somein-
terval in the future. The membersof the clique updatetheir
PRNG’s eachframe,thusagreeingon a commonslot ��� in the
next frame.

IV. CLIQUE SELECTION

Since,by definition,eachnodemayonly communicatewith
its one-hopneighbors,themostobviousarrangementfor anode
is is to form acliquewith eachof its one-hopneighbors.There-
fore,eachcliqueconsistsof only two nodesasshown in Figure
1, andis logically a point-to-point(unicast)link. If a nodehas� one-hopneighbors,thenit canjoin upto � unicastcliques.To
ensurecontention-freeaccessduring theclique’s meetingtime
only oneof theclique’s membersmaytransmitat a time. This
canbe accomplishedby definingtwo distinct cliquesfor each
pairof nodesor by simplydividing themeetingtimein half and
allowing eachnodeto transmitonly in their respectivehalf.

In multicastcliques(cliqueswith ��� members)a master-
slavearrangementis moresuitable,wherebythecliquehasonly
onemasterwho controlsaccessto the channel—slavesspeak
only whenspokento. If theapplicationrequiresbroadcastsup-
port in additionto thepoint-to-pointlinks thenumberof cliques
thateachnodebelongsto increasesto ����� �

sincenow each
nodemustkeeptrack of a point-to-pointclique andbroadcast
cliquefor eachof its neighborsplusabroadcastcliquefor itself.
For example,in thecaseof Figure1, nodeA would becomea
memberof � cliques:threepoint-to-pointcliqueswith nodesB,
C, andD, threebroadcastcliquesduringwhich it mustwakeup
and listen for broadcastsfrom B, C, and D, and a broadcast
cliqueduringwhich it transmitsto nodesB, C, andD simulta-
neously. Someapplicationsmaynot requiredenseconnectivity
amongnodesin which casethe numberof cliqueseachnode
belongsto may be substantiallyreducedthrougha methodof
selectiveattachment.

V. PREDICTIVE CONFLICT RESOLUTION

Sincethenumberof slotsperframeis finite, two cliqueswill
occasionallyscheduleaconflictingslot. Therearetwo typesof
conflictsthatcanoccurin CRMA. To analyzethiswestartwith
a definition: two cliquesaresaidto intersectif they shareone
or morenodes.Thusall cliquesthatanodebelongsto intersect.
This is a logical intersection;non-intersectingcliquescanstill
interferephysically. Hard conflictsoccurat a nodewhen the
numberof intersectingcliquesreservingthesameslot exceeds
thenumberof availableradios.For thepurposesof this paper,
we definea radioasanair interfaceinstrumentthat cantrans-
mit or receive(but notboth)oneinformationstream,andstores
packets,meaningit implementsPHY, MAC, andLLC process-
ing. (Notethattheuseof orthogonalcodessuchasWalshcodes

Fig. 1. Exampleadhocnetwork; point-to-pointcliquesshown.

would permit multiple transmitstreamsper radio.) Soft con-
flicts occurwhenneighboring,non-intersectingcliquesusethe
sameslot. While soft conflicts result in collisions, they may
not becatastrophicsincepacketsfrom two geographicallydis-
persednodesstill may not result in fratricide at the intended
receiver(s)dueto channellosses(propagation,shadowing, and
fading)andthecaptureeffect.

Hardconflictscanbepreventedusingpredictiveconflictres-
olution. In PCR,all nodesin a clique individually look ahead
anarbitrarynumberof framesto predictif conflictswill occur.
If a conflict is found by any nodein the clique, it (1) substi-
tutesa conflict resolutionseedfor theframein which thehard
conflictoccurs,updatesthePRNG,andchecksif theconflict is
resolved.If not, it keepsupdatingthePRNGandcheckinguntil
it is. Thenit notifiestheothermembersof thecliquewho per-
form the sameseedsubstitutionandnumberof updates.This
notificationis performedfarenoughin advancefor all theother
nodesin thecliqueto positively acknowledgethechange.

For example,supposeanodepredictsaconflictbetweentwo
of its cliques. It thenchoosesoneof the two cliquesandem-
ploystheconflict resolutionseedin thePRNGuntil theconflict
is resolved. When it is, it notifies the othermembersof that
clique of the (future) frame in which the conflict occurs. All
membersthenusetheconflict resolutionseedfor determination
of anew slot in thatframe.Theupdatedconflict resolutionseed
is thenstoredfor lateruse(whenthenext conflictisdiscovered),
andthedefaultseedis recalledfor use.

Thenewly chosenslot may, with a very low probability, also
conflict with slots selectedby other non-intersectingcliques.
Whenthis occurs,thenodethat findssucha conflict will then
initiate the sameprocesswith any of the conflicting cliques.
Clearly, if thenetwork loadis light andonelooksfarenoughin
advance,mostpredictedcollisionscanberesolved.

Implementationof PCRinvolvesnegligible additionalcom-



putationalload. The future slotsthatmustbe computedusing
the PRNG’s would have beencomputedlater. The additional
loadcomesfrom thesearchfor conflictsand—whena conflict
is discovered—theadditionalupdatesof the PRNG’s with the
conflict resolutionseed. PCR also requiresallocationof ad-
ditional memoryfor tablescontainingthe future slots. Hence
PCR requiresadditionalproactively allocatedresources(pri-
marily memory),aswell asmore reactive computationto re-
solvepredictedconflicts.

Thereare a numberof possibilitiesthat require less reac-
tive coordination.The simplestapproachis for all conflicting
cliquesbut oneto go to sleepduring theconflictingslot. This
savesenergy, but alsocausesadditionallatency. Anotherpos-
sibility is a one-shotattemptat collision avoidance:ratherthan
usea conflict resolutionseed,the nodescansimply chooseto
claim thepreviousor next slot in thatframe:if

�
is large,then

this will usuallyresolve theconflict. However, neitherof these
approachescanguaranteeresolutionof a conflict.

VI . DYNAMIC RESERVATIONS

ThebasicCRMA protocolprovidesa methodfor a cliqueto
claim a slot (or, by simpleextension,a fixed numberof slots)
per frame. Thecomputationalandmemoryinfrastructureused
for PCRcanalsobe exploited for demand-basedclaimson a
variablenumberof slots. If a nodeneedsto sendtraffic at a
higher rate to a given clique, it can claim additionalslots in
a future frame as follows. It first choosesthe slots (perhaps
randomly),thenchecksfor hardconflicts. If the new slotsdo
not conflict with othercliquesin that frame,the nodeinforms
the othermembersof the clique of the new plan. The newly
claimedslotsmayconflictwith slotsalreadyclaimedby cliques
thatintersectatthecliquemembersof theoriginatingnode.The
effect of this conflict propagationwill beworsethanfor PCR,
sincemore (ratherthan just different) slots are claimed. For
this reason,theprotocolcanincludea vetoby cliquemembers
if desired.

VI I . PERFORMANCE ANALYSIS

For a fixed numberof cliquesin an area,the probability of
conflictsgoesdown asthenumberof slotsincreases.Let �! be
thenumberof cliquesintersectingatnode" with #  radios.As-
sumethat thesetof all PRNG’s generatesa setof mutually in-
dependentprocessesthatarealsotemporallyindependent.As-
sumealso that the numberof slots

�
is commonacrossall

cliques. Let the probability that all �$ cliquesintersectingat
node " communicatefree of hardconflictsin oneframeof

�
slotsafter % PCRupdatesbedenotedby&('  *)

free+ ,�- �! /.*#0 �. � .!%2143
For thecase#  	��

andnoPCR,this probabilityis& '  *)
free+ ,�- �! �. � . � .*5/1 	 �76- �98 �! :1 6 � �<; 3

When #0 =� �
, the numberof radiosis not the only limitation,

sinceno conflict occursonly if thenumberof cliquesclaiming
the slot is >?#4 andthe time-frequency-codeslot is free. For��������@BA

, wehave for #0 	 � that&('  *)
free+ ,�- �! �.!�2. � .!5/1 	 &('  *)free+ ,�- �! �. � . � .!5/1� �� � ; C*D ;E�FG H IKJ -

HL M0N O�P.$�P.Q3R3R3S.$�P. � ;4TVU HL M0N O� . � .R3R3Q3S. � 1 6 -XW .!�  8 � W . �Y8 �  � W 1 6
(1)

This is an upperboundwhen
� � � �

is finite. Additionally, if

PCRis employed, then
�Z8 &('  *)

free+ ,�- �! �.[#4 /. � .*5/1 is the proba-

bility thatPCRwill beinvoked.Thesumin (1) is drivenby the
first multinomial factor, which definesan equivalenceclassof
outcomes;the extensionto caseswhen #4 \��� is straightfor-
ward,but lengthy.

To performafirst-orderanalysisof theeffectof PCRonhard
conflicts,we assumethat theconflict resolutionseedgenerates
anindependentslot,sothatweareconcernedwith theprobabil-
ity thatit will conflictwith theothercliquesintersectingat that
node.We alsoassumethattheclique’sconflict is theonly hard
conflict at thatnode.Sincethereare

�
slots,theprobabilityof

conflictafterasinglePRNGupdatewith theconflict resolution
seedis

� ;$T J] if #  	?�
. Hencetheprobability thata cliquecan

communicatefreeof hardconflictsat node" with % updatesin
thiscaseis&('  *)

free+ ,�- �! �. � . � .$%21 	�^89_!`a�^8 & '  *)
free+ ,�- �  . � . � .!5/1cbed �! 8f�� gihQjk3 (2)

Softconflictsdependonthenumberof slotsandthephysical
topologyvia thenumberof cliqueswithin interferingrange,or
earshot.They alsodependon the numberof radiosper node,# . Somewhatparadoxically, increasing# canincreasetheprob-
ability of soft conflicts,sincebandwidthutilization increases.
The probability of soft conflicts could be reducedby the use
of connectivity informationbeyondonehopat the sacrificeof
simplicity.

Theenergyefficiency of aMAC canbedefinedastheratioof
successfullyusedenergy to thetotalenergy consumed.Theau-
thorsof [6] identify severalsourcesof energy wastein wireless
ad hoc nets: collisions,overhearing,control packet overhead,
andidle listening.CRMA addressestheseby its useof cliques
and the strategy of only awakening for communicationwhen
whenthe clique meets.Organizationinto cliquesis a form of
proactive coordinationthat allows efficient schedulingof syn-
chronizedwake-sleepcycles. Increasingeitheror both of

�
and the numberof PCR % roundscan reducethe numberof
hardcollisionsto a negligible level. As mentionedearlier, soft
conflictsmayresultin collisions,dueto our choiceof limiting
theinformationexchangeto singlehops.Theprobabilityof soft
conflictscanbe reducedby the useof a large numberof slots
(
�

). A generalizedanalyticalquantificationof the throughput



andenergy efficiency of CRMA andsimilar MAC approaches
is underway.

VI I I . CONCLUDING REMARKS

Thedesignof MAC protocolsfor energy-constrainedadhoc
wirelessnetworksmustbalancea numberof conflictinggoals.
Perhapsof paramountimportanceis wherethe MAC protocol
lies in the joint parameterspaceof capacity, energy efficiency,
anddegreeof proactivecoordination.TheCRMA protocolem-
phasizesthelatter two characteristics,andemploys cross-layer
interactionbyusingand/orenablingcapabilitiesfoundatneigh-
boringnetwork architecturelayers.Thecapacityof wirelessad
hocnetsis underintenseinvestigation;in particular, [11] con-
siderscapacitywithin thecontext of aparticularclassof TDMA
MAC protocolsthatassumesahighdegreeof proactivecoordi-
nation. Thedevelopmentof analyticalframeworksthatexplic-
itly capturecoordinationand energy efficiency in addition to
capacitywould beof greatinterest.
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